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Abstract. In this paper we reconsider the class of patch based denoising algorithms and observe that they5
under-perform at lower image frequencies. We solve this problem by operating them in a multi-scale6
structure. Our main observation is that denoising algorithms cannot be trusted with the restoration7
of high frequency details in the image. Indeed, since denoising algorithms must impose their image8
prior, the fine details are either smoothed or sharpened in the result. In any case the high frequency9
properties of the images are altered. This realization has a profound implication on the multi-scale10
approaches which assume that coarse scale restorations are better denoised and hence are replaced11
in the finer resolutions. This leads to frequency cut-o↵ artifacts as the coarse restorations are pasted12
at higher resolutions. We start by studying this phenomenon on a simple DCT pyramid, for which13
the artifacts resulting from this process are evident. We propose a simple solution consisting of a14
“conservative recomposition” of the scales that only retains the lower frequencies of each scale, with15
the obvious exception of the scale at the highest resolution. This soft fusion eliminates the ringing16
artifacts and attenuates staircasing artifacts and low frequency bumps. An added benefit of the DCT17
pyramid is that it allows to maintain the noise white at the lower resolutions, hence can be combined18
with any denoising algorithm without adaptation. This soft fusion recipe can be generalized to any19
other pyramid structure. We apply it to a Laplacian pyramid as an example. Our proposal merges20
and operates any denoising algorithm into a multi-scale method, with improvements both in visual21
quality and PSNR, and with little additional complexity. The method is demonstrated on several22
classic or state-of-the-art denoising algorithms.23

Note to referees: This article has an IPOL companion paper describing thoroughly the proposed method24
applied to DCT denoising (IPOL demo available at: http://ipolcore.ipol.im/demo/clientApp/demo.html?id=25
201).26
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1. Introduction. This paper addresses the issue of restoring low frequency detail in state-29

of-the-art denoising algorithms. We observed that these algorithms limit their action to a30

limited neighborhood of each pixel. This implies that low frequency noise is not handled. As31

our technology is producing ever larger images, the low frequency noise becomes conspicuous in32

flat areas. Indeed, most recent image denoising algorithms are “patch based”. They typically33

process 8⇥ 8 patches and thereafter aggregate the results obtained on all patches containing34

each given pixel. This technique does not naturally include a multi-scale image representation.35

Restoring a universal multi-scale principle applicable to all image denoising algorithms36

has already been explored in [2, 8]. Even though the results of these papers are only partially37

satisfying (as we shall see), their approach is simple and promising. In the pyramid processing38
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of [2] each level is denoised independently, similarly to what is proposed in the current paper.39

The di↵erence is that at lower resolutions, the noise becomes correlated by the pyramid, thus40

potentially reducing the performance of standard algorithms. This method obtains PSNR41

gains for very high noise levels only. With the conservative recomposition introduced in this42

paper, we shall see that it is possible to obtain gains at all noise levels (section 2).43

Another multi-scale model was proposed in [26]. The di↵erence with our work is that it44

does not use a classical denoising algorithm in the process and does not avoid artifacts in45

the reconstruction. The most recent work proposing a multi-scale version of a state-of-the-art46

restoration algorithm is probably [21] which proposes a two-scale extension of EPLL [34] and47

demonstrates a moderate PSNR gain. EPLL is an “external denoising” method based on48

a Gaussian mixture prior learned from a large patch database. Its variational formulation49

permits a natural multi-scale extension by using the same prior on the down-sampled image.50

This multi-scale framework works, but is therefore limited to a particular algorithm and51

variational method. We shall compare the result of our non-specific multiscale version of52

EPLL to the specific version in [21].53

The multi-scale representation is also intrinsically present in wavelet-based denoising algo-54

rithms [5, 9, 24, 19]. Wavelet thresholding is the pioneer multi-scale image denoising method.55

Yet it has proved di�cult to extend, and is currently surpassed by the more recent patch-based56

methods. It nevertheless remains a source of inspiration, as recent methods have abandoned57

multi-scale image representations. The wavelet methods all present annoying “ringing” or58

“butterfly” artifacts attributable to the transform coe�cients thresholds causing Gibbs ef-59

fects. A multi-scale representation is also present in [29], where the KSVD algorithm is60

applied on a wavelet decomposition of the image. The improvement over a single scale KSVD61

is important, especially for high PSNR, but since the wavelet sub-bands are independently62

denoised, the authors need what they call a fusion strategy, in order to reduce the artifacts.63

Another way to deal with these artifacts is to eliminate them after denoising. In [6] for exam-64

ple, the authors proposed to reduce ringing and butterfly e↵ects in wavelet-based denoising65

by using a constrained total variation minimization.66

Much e↵ort has been devoted to the wavelet method. They were the best performing67

methods in the beginning of the century and reached a high level of sophistication. The very68

complete endeavor made in the series of papers [27, 30, 28, 23, 25, 22, 12, 20, 10, 11] involves69

more and more complex multiscale wavelet denoising algorithms.70

Their idea is to learn for each image a stochastic model for the noiseless “wavelet coe�cient71

neighborhood” P for each wavelet sub-band and modality. The main underlying model for P72

is the Gaussian scale mixture (GSM), defined as P =
p
zU where U is a zero-mean Gaussian73

random vector and z is an independent positive scalar random variable. The variable z74

represents the random “scale” of the wavelet coe�cient. (Here the “scale” has to do with75

the variance of these coe�cients, and not with a spatial scale.) In all the above mentioned76

papers, the wavelet coe�cient neighborhood turns out to be a patch of an oriented channel77

of the image at a given scale, complemented with a coe�cient of the channel at the same78

orientation and the next lower scale. To use the GSM model for wavelet patch denoising, the79

noisy input image is first decomposed into a wavelet pyramid, and each image of the pyramid80

is denoised by a Bayesian least square method. The resulting denoised image is obtained81

by the reconstruction algorithm from the wavelet coe�cients. To avoid ringing artifacts in82
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CONSERVATIVE SCALE RECOMPOSITION FOR MULTISCALE DENOISING 3

the reconstruction, a redundant version of the wavelet transform, the steerable pyramid, is83

used. More precisely, the image is decomposed in 18 pyramid sub-bands (4 orientations at84

each of 4 scales, plus high-pass and low-pass residuals). For each band (except the low-pass)85

the Bayesian denoising method is applied. Although the sub-bands are processed sequentially,86

they are not processed independently, since the conditioning neighborhoods include coe�cients87

from coarser scales. The denoised image is computed by inverting the pyramid transform. The88

best e�ciency seems to be reached with a 3 ⇥ 3 spatial block around each oriented wavelet89

coe�cient, supplemented with one coe�cient at the same location and at the next coarser90

scale with the same orientation [25]. Hence, the wavelet neighborhood size is 9 or 10.91

In short, the most sophisticated wavelet methods, being fully multiscale, proceed by de-92

noising sequentially (and causally) wavelet patches at each scale with the same process. A93

causal (from coarse to fine) inter-channel correlation is involved, as the wavelet patches contain94

coe�cients in the same orientation but at two di↵erent scales. The ultimate method of this95

class is proposed in the papers [10, 11] where neighborhoods of each sub-band are described as96

a finite mixture of GSMs. The mixing densities and covariance matrices associated with each97

of the GSM components from a single image have then to be learned and implicitly segment98

the image into regions of similar content.99

The wavelet methods, being fully multiscale, proceed by denoising sequentially wavelet100

patches at each scale with the same process. A causal (from coarse to fine) inter-channel101

correlation is involved as the wavelet patches contain coe�cients in the same orientation but102

at two di↵erent scales. In spite of their excellent PSNR performance these methods su↵er103

from severe ringing artifacts as illustrated in Figure 1. Being inherently already multi-band,104

these methods cannot benefit from the conservative recomposition proposed here.105

Indeed, a main feature of the multiscale method introduced in [2] (and extended here) is106

that it starts with independent, redundant multiscale denoising. The image itself is denoised107

(by a single scale denoising method though). But all of its down-sampled are denoised by108

the same method as well. Thus, all lower levels of the pyramid are denoised more than once,109

which opens the way to a recombination of the various results, which are di↵erent. This is not110

applicable to the wavelet algorithms that we just considered. Indeed, they belong to the causal111

class: the denoised image at scale i is obtained by using the denoised image at the coarser112

scale i+ 1. Thus, there is no redundancy in the denoising process. The same remark applies113

to the noise clinic [16], a multiscale blind patch based denoising algorithm which belongs to114

the causal class as defined above.115

1.1. Our Contribution. Our main observation is that denoising algorithms cannot be116

trusted with the restoration of high frequency details in the image. Indeed, since denoising117

algorithms must impose their image prior, the fine details are either smoothed or sharpened118

in the result result. In any case the high frequency properties of the images are altered.119

This realization has a profound implication on the multi-scale approaches which assume that120

coarse scale restorations are better denoised and hence are replaced in the finer resolutions.121

This leads to a sort of frequency cut-o↵ artifacts as the coarse restorations are pasted at122

higher resolutions. To address this issue we introduce a multi-scale framework that can be123

applied to any existing single-scale denoising algorithm, consistently improving its results. The124

framework uses a simple DCT or Laplacian pyramid, and is not computationally demanding.125
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Figure 1: From left to right: original, noisy image (� = 50) ; Gaussian scale mixture by
Bayesian least squares [23] (PSNR=26.3) ; fields of Gaussian scale mixtures [20], (PSNR =
27.0); and the proposed multi-scale DCT pyramid applied to BM3D (PSNR = 26.73). In
spite of their excellent PSNR performance these methods su↵er from severe ringing artefacts
Being inherently already multi-band, they cannot benefit from the conservative recomposition
proposed here.

We shall see that simply using a pyramid would lead to serious ringing artifacts. We solve126

this issue by introducing what we call a conservative multi-scale reconstruction, which keeps127

the advantages of the pyramid while avoiding its problems.128

Section 2 justifies and describes our proposed simple formalism for multiscale denoising129

with conservative recomposition. The application of this framework is first described on the130

DCT pyramid and then on the Laplacian pyramid. Section 3 examines how to apply this131

framework to several classic denoising algorithms. For each, the optimal parameters of the132

multi-scale framework are first estimated. Section 4 is an extensive experimental evaluation.133

It computes the PSNR and SSIM gains obtained for each considered denoising method by the134

multi-scale framework with the DCT and Laplacian pyramids. In both cases it evaluates the135

gain brought by the conservative recomposition. It also illustrates the visual quality gains of a136

multi-scale method, which are in fact considerable and arguably better reflected by our SSIM137

measurements than by the steady but moderate PSNR gains.138

This evaluation is performed on six classic denoising algorithms, starting with the very139

classic and elementary DCT denoising, for which the gain is considerable, continuing with140

a dictionary learning algorithm (KSVD), with an external denoising algorithm based on a141

Gaussian mixture prior (EPLL), with a pure patch based algorithm (Non-local Means) and142

ending with mixed strategies using patches and adaptive transform thresholding like BM3D143

and Non-local Bayes. In all, a significant PSNR gain is demonstrated.144

2. A Multi-scale Framework. We take the classic assumption [13] that the statistics of145

natural images are invariant to a change of scale. A possible justification for this is that146

scenes are equally likely to be viewed from di↵erent distances, and that the same objects in a147

given scene may also appear at any distance [18]. The scale invariance assumption is used for148

several multi-scale algorithms, such as [24, 2]. In [35], natural images are modeled by a scale149

invariant dead leaves model.150
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CONSERVATIVE SCALE RECOMPOSITION FOR MULTISCALE DENOISING 5

Figure 2: DCT power spectrum of the extracted noise (noisy minus denoised) after denoising
the image on the left (a pure white noise on the top and a real image on the bottom) with
several algorithms. The perfect denoising algorithm would extract a pure white noise in both
cases. The power spectra are binned for display and the noise standard deviation is � = 50.
Notice that the extracted noise tends to be uniform over the mid and high frequencies but
has less power on the lower frequencies (upper-left corner of the power spectrum), this means
that low frequency noise is less present in the residual. In the case of Non-Local Means, the
extracted noise contains more energy than expected in the low frequencies, meaning that some
image structure has been removed by the denoising algorithm.

Because of the limited size of patches and search windows, local and non-local denoising151

methods attack well high-frequency noise, but under-perform on low frequencies. This fact is152

easily checked by examining the power spectrum of the extracted noise after applying these153

methods. We call extracted noise the di↵erence noisy image minus denoised result. Figure 2154

shows the DCT power spectrum of the extracted noise of four popular denoising algorithms on155

an image composed only of white noise. A similar experiment on a natural image is also shown156

in Figure 2, in this case the residual not only contains the removed noise but also carries some157

image structure. As expected, the power of the extracted noise on the high frequencies is even,158

but drops on the low frequencies. This means that, to some extent, low frequency noise has not159

been seriously attacked by the denoising algorithm. Given a multi-scale image representation160

a straightforward way to improve the denoising performance on the low frequencies is to apply161

the denoising algorithm at each scale, and then to recompose the image, always preferring the162

low frequency coe�cients estimated at lower resolutions. The image pyramid [3] for a noisy163

image x
1

can be generated by successively down-sampling it with164

(1) x
i

= reduce(x
i�1

),165

where reduce denotes the combination of a low pass filter with down-sampling. Each noisy166

down-sampled image is then independently denoised using the very same denoising algorithm,167
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6 G. FACCIOLO, N. PIERAZZO, AND J.-M. MOREL

yielding y
i

= Denoise(x
i

) at the i-th level of the pyramid. The denoised pyramid is then168

recomposed starting from the low resolution images and replacing them into the higher reso-169

lution result (i = n� 2, · · · , 1) as170

(2) z
i

= y
i

� expand(reduce(y
i

))| {z }
high freq.

+ expand(z
i+1

)| {z }
low freq.

,171

where z
n

= y
n

and expand denotes an up-sampling or interpolation operator. The final172

denoising result is given by z
1

. Let us observe that low resolution images are assumed to173

be perfect by this recomposition, that is they are just pasted into the pyramid while the174

corresponding band of the high resolution image is removed.175

The main problem with this recomposition for denoising is that the low resolution denoised176

images might contain high frequency artifacts that will be up-sampled during the recomposi-177

tion. This leads to the apparition of Gibbs-like artifacts and are related to the construction178

of the pyramid itself.179

We shall first observe and explain these artifacts on a simple DCT pyramid, for which180

the artifacts resulting from this process are evident. This will lead to propose our solution,181

the conservative recomposition as a “soft fusion” of the scales that only retains the lower182

frequencies of each scale, with the obvious exception of the scale at the highest resolution. An183

added benefit of the DCT pyramid is that it allows to maintain the noise white at the lower184

resolutions, hence can be combined with any denoising algorithm without adaptation. Then185

the concept of conservative recomposition will be generalized to any multiscale scheme, and186

concretely to the Laplacian multiscale scheme proposed in [2].187

2.1. The DCT Pyramid. The Discrete Cosine Transform, or DCT given in (3) is a real188

separable orthogonal transform. For 2-D signals, the DCT can be computed by applying (3)189

to the rows and the columns. Its inverse is the IDCT (4).190

Y
k

=
1

N

N�1X

j=0

X
j

cos


⇡

✓
j +

1

2

◆
k

N

�
,(3)191

X
k

= Y
0

+ 2
N�1X

j=1

Y
j

cos


⇡

✓
k +

1

2

◆
j

N

�
.(4)192

193

The DCT is classically preferable to the DFT because it avoids ringing e↵ects at the image194

boundaries.195

The DCT transform can be used to form a multi-scale representation of an image. The196

down-sampling of the image is simply done by extracting the low frequencies from the DCT197

transform of the image, and by computing the IDCT on just those frequencies. Conversely198

up-sampling is done by zero padding, so the recomposition equation (2) reduces to replacing199

the low frequencies of an image with the ones coming from a coarser scale scale. In a dyadic200

pyramid each layer of the pyramid has half the width and half the length of the previous one.201

Using (3) and (4) for this procedure keeps the values of the image on the same range. On the202

other hand, the standard deviation of the noise gets halved at each successive scale.203

This manuscript is for review purposes only.
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Figure 3: Illustration of the ringing artifacts in the coarser levels of DCT pyramid using a
synthetic image. Since keeping all the coe�cients in the low frequency of the DCT is compa-
rable to a convolution with a sinc function, the ripples are visible in the coarser resolutions
(layers 2 and 3). The layers are resized and the contrast stretched for easier visualization.

This representation has the advantage that, since an additive white Gaussian noise remains204

so under the DCT transform, the model of the noise remains the same in every layer of the205

pyramid. Thus, no particular adaptation of the initial single scale denoising algorithm is206

needed to denoise the coarse (low resolution) layers. This is an important property, since it207

allows a straightforward extension of any denoising algorithm. Recomposing the pyramid is208

trivial, since it can be reduced to substituting the low frequencies of a layer with the frequencies209

of the coarser layer.210

The drawback of this model is that, since each layer is essentially the result of the convo-211

lution of the previous (high resolution) one with a sinc-like function, ringing artifacts due to212

the Gibbs e↵ect unavoidably appear in the coarser layers. Figure 3 illustrates these artifacts213

on the first three levels of a DCT pyramid of a synthetic image. These artifacts are a nec-214

essary part of the pyramid representation. Once recomposed with (2) they cancel-out. The215

problem with denoising is that the Gibbs artifacts are also present in the pyramid of a noisy216

image. Since they generally have a low local amplitude compared to the noise, the denoising217

algorithm generally removes them, as illustrated in Figure 4.218

2.2. A Conservative Pyramid Recomposition. We have seen that ringing artifacts ap-219

pear in the pyramid, but also that they disappear by cancellation during recomposition. In-220

deed, Gibbs e↵ects in the DCT Pyramid are compensated by the complementary oscillations221

resulting from the high passed images (as shown in Figure 3). Our problem is that the high-222

frequency oscillations of the low-resolution images are likely to be damaged or even removed223

by the denoising method. Then in a näıve recomposition the oscillations resulting from the224

high-pass will not longer be compensated, and the Gibbs e↵ect appears, as seen in the second225

row of Figure 4.226

To solve this issue, we found an easy and arguably new solution. We observe that the origi-227

nal single scale algorithm is applied to the whole image, and therefore to all frequencies. But it228

is also applied to the down-sampled images. Thus we have two di↵erent denoised estimates for229

the image low frequencies. Hence, the damages done by the denoising on the (needed!) Gibbs230

e↵ects can be avoided by discarding the higher frequencies of the denoised down-sampled231

image, to replace them by the corresponding medium frequencies of the denoised higher reso-232
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Figure 4: DCT pyramid of a noisy image (� = 30), layers 1 and 2 are down-scaled by DCT.
The noiseless image is shown in Figure 3. The second row shows the denoising results of the
single-scale NL-Bayes applied to each one of the layers. Note that in the denoised images
most of the ringing visible in Figure 3 is not present. This spells doom for the recomposed
pyramid as the ringing resulting from high-pass filtering is no longer compensated, as seen in
the recomposition column. The third row illustrates how conservative recomposition works.
Applying a low pass filter to the layers 1 and 2 of the denoised image restores the ringing in
the coarse layers. Hence, the conservative recomposition (depicted in Figure 5) discards the
high frequencies of the coarse layers so that the result has less artifacts.

lution layer (as shown in the last row of Figure 4). This conservative pyramid recomposition233

can be expressed more formally by introducing a low-pass filtering of the low resolution image234

lowpass(z
i

, f
rec

) in equation (2) resulting in235

(5) z
i

= y
i

� expand(lowpass(reduce(y
i

), f
rec

)) + expand(lowpass(z
i+1

, f
rec

)),236

where f
rec

2 [0, 1] controls the fraction of low frequencies being preserved in the recomposition.237

In short, we only keep the lower frequencies of the coarser layers (except of course for the238

highest resolution), as detailed in the next section 2.3. The width of the overlap frequency239
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Algorithm 1 Pseudo-code for the Multi-Scale Framework.

1: function MultiScale( input, �
noise

, n
scales

, f
rec

, s )
Input: input noisy image
Input: �

noise

noise standard deviation
Input: n

scales

number of scales
Input: f

rec

recomposition factor of the DCT Pyramid (� for Laplacian Pyramid)
Input: s current scale in the recursion (default 1, for the outer call)
Output: denoised image

2: y  Denoise( input, �
noise

/2s�1 ) . Call the denoising algorithm
3: if s = n

scales

then . The current scale is the last one
4: return y
5: z  MultiScale( reduce(input), �

noise

/2s, n
scales

, f
rec

, s+ 1 ) . Recursion
6: H  y � expand( lowpass( reduce(y), f

rec

) )
7: L expand( lowpass(z, f

rec

) )
8: return H + L

band where the high resolution layer is preferred, will be specific for each single-scale denoising240

algorithm. As we will see in section 2.4, this strategy is not specific of the DCT pyramid and241

can be extended to any other pyramid structure.242

2.3. Conservative Recomposition for the DCT Pyramid. A recursive pseudocode for our243

proposed Multi-scale Framework is shown in Algorithm 1, and a scheme showing the procedure244

for the DCT pyramid on a sample image is shown in Figure 5. In Algorithm 1 the level 1245

corresponds to the input image itself, and every other level is half the size of the previous one.246

The call MultiScale(input,�
noise

, n
scales

, f
rec

, 1) performs the whole denoising process on247

the input image. Here, Denoise(image,�) is the denoising algorithm that is being immersed248

in the multiscale framework. The function lowpass(x, f
rec

) just sets to zero the 1 � f
rec

249

highest frequencies of the DCT representation of x and returns the resulting image. So the250

low frequency coe�cients of input get replaced at each scale by the ones from the coarser251

scale z, in a ratio proportional to f
rec

.252

Since each layer of the pyramid contains a quarter of the pixels of the previous one, by253

assuming a linear time-complexity for the denoising algorithm with respect to the image’s size,254

the additional complexity to denoise the whole pyramid is less than one third of the single-255

scale denoising complexity. The factor 4/3 comes as an approximation of the full pyramid,256

being the limit of the infinite sum of 4�k. We observed in our experiments that the pyramid257

overhead is mainly due to the DCT transform, which is nevertheless fast to compute [32].258

2.4. Conservative Recomposition for the Laplacian Pyramid. We now show that the259

very same process that we have just developed for the DCT pyramid adapts to any other260

pyramid. The authors of [2] proposed a denoising meta-procedure that operates on a Laplacian261

pyramid. They apply any existing denoising algorithm at di↵erent scales of the pyramid and262

recombine the resulting images into a single denoised image following equation (2). For resizing263

the images (reduce, and expand) they used a windowed sinc kernel (Lanczos-3), which is264

almost diagonal in the frequency domain. They mention that the choice of the interpolation265
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Noisy input

DCT

Decomposition

IDCT

IDCT

IDCT

Denoiser Denoiser Denoiser

DCT

DCT

DCT

Conservative recomposition

IDCT

Denoised output

Figure 5: Scheme of our Multi-Scale Framework with conservative recomposition, shown with
three levels. Notice that not all the frequencies of the upper layers are used for the recom-
position. This is done in order to avoid ringing artifacts. The single denoising steps can be
performed by any existing denoising algorithm (in this illustration DCT Denoising [33]).

kernel is not critical for the final result. A potential drawback of a multiscale procedure based266

on Gaussian down-sampling is that the whiteness property of the noise may not be preserved267

by the down-sampling operations.268

The authors of [2] studied the improvement obtained by their multiscale meta-procedure269

for increasingly higher noise levels (up to � = 200 for grayscale images). They observed that at270

very high noise levels this improvement stagnated. This is because at very high noise levels,271

the single-scale denoising algorithms become ine↵ective and start “polluting” the output.272

Their proposed solution consists in removing these “uncertain” high frequency contributions273
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by thresholding them. The reconstruction formula with thresholding then becomes274

(6) z
i

= T (y
i

� expand(reduce(y
i

)),�) + expand(y
+1

),275

where T ((y
i

� expand(reduce(y
i

)),�) is the hard-thresholding operator with threshold �276

applied to the high frequency component of the result. In practice the threshold is tuned for277

each algorithm to kick-in at very high noise levels, e↵ectively dropping the contribution of the278

finer scales, leaving as result the up-sampled version of an image denoised at a lower scale.279

This indeed yields an improvement of the result, but is a sort of Pyrrhic victory, being only280

due to the zoom out and therefore to a straight loss of resolution. Here, we shall therefore281

not be considering the threshold operation.282

Bringing conservative recomposition to the Laplacian pyramid meta-procedure. Our main ob-283

servation here follows. The multiscale method [2] is based on a pyramidal scheme that is284

structurally similar to the DCT pyramid, proposed in the current paper. Thus, it is straight-285

forward to incorporate our conservative recomposition in it. Note that the equivalent of the286

DCT ringing artifacts for the Lanczos-3 interpolation are more localized perhaps, but still287

present. The down-sampling operation can introduce aliases or over-smooth the result. But288

in any case these artifacts are subtle and a denoising algorithm will likely alter or remove289

them, thus altering the coherence of the pyramid in a similar manner than with the DCT290

ringing artifacts.291

We observe that the conservative recomposition amounts to low-passing the lower reso-292

lution levels of the denoised pyramid, to restore the coherence across the pyramid. Here, by293

involving a Gaussian kernel g
�

as our low-pass filter we can define the conservative recompo-294

sition for the Laplacian pyramid by295

(7) z
i

= y
i

� expand(g
�

⇤ reduce(y
i

)) + expand(g
�

⇤ y
+1

),296

where the spread � is the analogous of f
rec

in Algorithm 1. The experiments in Section 4297

illustrate the improvement resulting from applying this conservative recomposition with kernel298

g
�

to the framework of [2]. We will also discuss the optimal choice for � in this conservative299

recomposition.300

3. Application to Multi-scale Versions of Classic algorithms. We applied the proposed301

multi-scale framework to six classic denoising algorithms, using the DCT or the Laplacian302

pyramids. The only parameters of the framework are the number of scales and the recompo-303

sition factor (either f
rec

, or g
�

). For each algorithm, we evaluated the e↵ect of the parameters304

of the framework for a choice of realistic noise levels, using the set of training images shown in305

Figure 6. The internal parameters of the single-scale algorithms were not modified. The best306

parameters for each algorithm and noise level (shown in Figure 7 for the DCT pyramid and307

in Figure 8 for the Laplacian pyramid) were then selected as the ones leading to the highest308

average PSNR gains. Similar conclusions were obtained with the SSIM [31] index (not shown).309

Note that in Figure 7 the recomposition factor is inactive on the right-most columns of the310

plots (f
rec

= 1.0). In contrast, the recomposition factor is inactive in Figure 8 with g
�

= 0.0.311

Thus the left-most column of the plots coincides with the choice used in [2].312

Non-Local Means [1] is one of the first methods that exploited the patch self-similarities in313

the images. Notice that di↵erent levels of noise call for di↵erent parameters (notably314
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12 G. FACCIOLO, N. PIERAZZO, AND J.-M. MOREL

Figure 6: Training image set used to find the best parameters of each multi-scale algorithm.
The size of each image is about 1.5 Megapixels.

for � = 10). This was to be expected, as the denoising algorithm’s internal parameters315

depend on the noise level.316

K-SVD Denoising [7, 17] is an e↵ective method that uses sparse representations of the317

image patches in terms of a learned dictionary.318

DCT Denoising [33] consists in a threshold of a patch-wise DCT of the image followed by319

an aggregation of the resulting patches. The implementation used for the experiments320

uses smaller 8 ⇥ 8 patches instead of the suggested 16 ⇥ 16 size for the single-scale321

algorithm. Notice that the best results are obtained with a large number of scales.322

Indeed using small patches allows the algorithm to “see” only the high frequency noise.323

As we shall see in the experimental evaluation, DCT denoising is spectacularly up-324

graded by the multi-scale framework, and becomes a valid solution for low complexity325

requirements.326

EPLL* [34] is an external denoising algorithm based on a Gaussian mixture model learnt327

from a very large set of patches sampled from noiseless images. This GMM models the328

patch prior. The denoising method then maximizes the Expected Patch Log Likelihood329

(EPLL) while being close to the corrupted image.330

Since the available implementation of EPLL only handles grayscale images, the noisy331

images are converted to grayscale before denoising. This conversion e↵ectively reduces332

the noise standard deviation by a factor 0.67, which is the geometric mean of the RGB-333

to-luminance coe�cients.334

BM3D [4] is based on the fact that an image has a locally sparse representation in a trans-335

form domain. This sparsity is enhanced by grouping similar 2D image patches into336

3D groups that are jointly denoised. It is considered a reference for the performance337

of denoising algorithms. Even though it can provide results that contain artifacts,338

especially with high levels of noise, it provides high PSNR values and overall a good339

image quality. For low noise (� = 10) the multiscale improvement is limited. This may340

be due to the fact that BM3D is highly optimized, especially for low levels of noise,341
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Figure 7: Average PSNR changes (in dB) obtained when varying the parameters of the DCT
Multi-Scale Framework applied to several denoising algorithms with all usual noise levels. The
integers on the left of each figure (1, 2, . . . , 6) represent the number of scales n

scales

used in
Algorithm 1. The bottom row of each graphic corresponds to the single-scale algorithm, for
which therefore �PSRN = 0. The value at the bottom is the fraction f

rec

of low frequencies
being used at each scale for the recomposition. Note that EPLL* was trained on grayscale
images, so the actual noise standard deviations are about 0.67 times the ones shown in the
graph.

and because the multi-scale framework is only marginally useful with those levels of342

noise, since the low-resolution layers are almost noise-free.343

Non-Local Bayes [14] is another state-of-the-art algorithm based on patch group denoising.344

It is fast and provides good results, both visually and in terms of PSNR. Figure 8 shows345

how the parameter landscape evolves with the noise level (notably starting at � = 50).346

This is again due to the di↵erent parametrization of the algorithm depending on the347

noise levels.348

Figures 7 and 8 indicate that for all methods, disabling the conservative recomposition by349

setting f
rec

= 1 (or g
�

= 0) is never optimal and always leads to sub-optimal (and sometimes350

worse) results. Overall, the quality loss can reach -0.3 dB, which is not seen in the figure351

because of the restricted color code. With the optimal parameters (which are di↵erent from352
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14 G. FACCIOLO, N. PIERAZZO, AND J.-M. MOREL

Figure 8: Average PSNR changes (in dB) obtained when varying the parameters of the Lapla-
cian Multi-Scale Framework applied to several denoising algorithms with as sample of usual
noise levels. The integers on the left of each figure (1, 2, . . . , 6) represent the number of scales
n
scales

used in Algorithm 1. The bottom row of each graphic corresponds to the single-scale
algorithm for which therefore �PSRN = 0. The value at the bottom is the standard deviation
� of the low-pass filtering Gaussian used in the conservative recomposition. Note that EPLL*
is trained on grayscale images, so the actual noise standard deviations are about 0.67 times
the ones shown in the graph.

method to method) the PSNR (as well as SSIM) never decrease.353

We observe that the optimal parameters are quite stable for di↵erent levels of noise. In354

general, for noise levels above � = 30, using 4 scales and setting f
rec

' 0.5 for the DCT355

pyramid and 4 scales and setting g
�

' 0.5 for the Laplacian pyramid seems to be a good356

compromise for all the considered denoising algorithms. The experiments of the next section357

will confirm these observations.358

4. Experimental Evaluation. In Section 3, we have identified for each considered denois-359

ing algorithms the optimal parameters that gave the best results on the training set of images360

shown in Figure 6. To validate the performance gain of our multi-scale framework, we used a361

di↵erent set of images, shown in Figure 9.362
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Noise
�

NL Means K-SVD DCT
single multi gain single multi gain single multi gain

10 35.78 35.89 0.10 ± 0.11 36.95 37.05 0.10 ± 0.11 37.01 37.07 0.05 ± 0.05

30 29.82 30.40 0.58 ± 0.32 31.04 31.31 0.27 ± 0.19 31.02 31.29 0.27 ± 0.21

50 27.00 28.06 1.05 ± 0.32 28.36 28.88 0.52 ± 0.33 28.35 28.85 0.51 ± 0.35

70 25.37 26.70 1.33 ± 0.29 26.83 27.39 0.56 ± 0.27 26.59 27.36 0.77 ± 0.46

90 24.12 25.59 1.47 ± 0.30 25.62 26.34 0.72 ± 0.38 25.26 26.29 1.03 ± 0.56

Noise
�

EPLL* BM3D NL Bayes
single multi gain single multi gain single multi gain

10 38.02 38.02 0.00 ± 0.00 37.35 37.36 0.01 ± 0.02 37.03 37.19 0.16 ± 0.06

30 32.16 32.19 0.03 ± 0.04 31.81 31.86 0.05 ± 0.06 31.36 31.66 0.29 ± 0.09

50 29.60 29.68 0.09 ± 0.07 29.26 29.37 0.11 ± 0.09 29.42 29.57 0.14 ± 0.17

70 27.99 28.15 0.16 ± 0.10 27.81 27.96 0.15 ± 0.12 27.75 27.95 0.19 ± 0.20

90 26.83 27.08 0.24 ± 0.14 26.55 26.76 0.21 ± 0.15 26.51 26.91 0.40 ± 0.35

Table 1: Average PSNR (expressed in decibels, dB) on the test image database (shown in
Figure 9) obtained using the best trained DCT pyramid multi-scale parameters for every
algorithm. The standard deviations for the PSNR range from 0.1 dB for low noise values to
0.5 dB for the high ones. Note that the EPLL* algorithm is trained on grayscale images, so
the actual noise standard deviation are about 0.67� of the ones shown in the table.

Noise
�

NL Means K-SVD DCT
single multi gain single multi gain single multi gain

10 0.985 0.988 0.003 ± 0.002 0.988 0.991 0.002 ± 0.002 0.989 0.991 0.001 ± 0.001

30 0.925 0.952 0.027 ± 0.017 0.946 0.961 0.015 ± 0.012 0.942 0.960 0.018 ± 0.013

50 0.857 0.912 0.056 ± 0.035 0.887 0.928 0.041 ± 0.032 0.880 0.925 0.045 ± 0.034

70 0.794 0.875 0.080 ± 0.047 0.850 0.896 0.046 ± 0.035 0.813 0.890 0.077 ± 0.056

90 0.741 0.842 0.101 ± 0.048 0.798 0.866 0.068 ± 0.053 0.749 0.856 0.107 ± 0.078

Noise
�

EPLL* BM3D NL Bayes
single multi gain single multi gain single multi gain

10 0.993 0.993 0.000 ± 0.000 0.991 0.992 0.000 ± 0.000 0.990 0.992 0.002 ± 0.001

30 0.965 0.968 0.003 ± 0.002 0.963 0.965 0.002 ± 0.002 0.954 0.965 0.011 ± 0.005

50 0.928 0.938 0.009 ± 0.006 0.930 0.936 0.006 ± 0.005 0.922 0.935 0.012 ± 0.009

70 0.891 0.907 0.016 ± 0.011 0.898 0.907 0.010 ± 0.008 0.885 0.897 0.013 ± 0.009

90 0.854 0.879 0.025 ± 0.016 0.863 0.879 0.017 ± 0.013 0.850 0.876 0.025 ± 0.020

Table 2: Average SSIM on the test image database (shown in Figure 9) obtained using the
best trained DCT pyramid multi-scale parameters for every algorithm. The standard
deviations for the SSIM range from 0.001 for low noise values to 0.05 for the high ones.
Note that the EPLL* algorithm is trained on grayscale images, so the actual noise standard
deviation are about 0.67� of the ones shown in the table.
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Noise
�

NL Means K-SVD DCT
single multi gain single multi gain single multi gain

10 35.78 36.04 0.26 ± 0.12 36.96 37.07 0.11 ± 0.13 37.01 37.10 0.09 ± 0.06

30 29.82 30.54 0.72 ± 0.26 31.04 31.27 0.23 ± 0.20 31.02 31.35 0.33 ± 0.21

50 27.00 28.04 1.04 ± 0.25 28.36 28.77 0.42 ± 0.28 28.35 28.93 0.59 ± 0.32

70 25.37 26.65 1.28 ± 0.26 26.84 27.17 0.33 ± 0.25 26.59 27.45 0.86 ± 0.43

90 24.12 25.55 1.42 ± 0.26 25.62 26.11 0.48 ± 0.33 25.26 26.40 1.14 ± 0.54

Noise
�

EPLL* BM3D NL Bayes
single multi gain single multi gain single multi gain

10 38.02 38.03 0.00 ± 0.01 37.35 37.37 0.02 ± 0.03 37.03 37.25 0.22 ± 0.04

30 32.16 32.21 0.06 ± 0.04 31.81 31.90 0.09 ± 0.06 31.36 31.72 0.35 ± 0.09

50 29.60 29.75 0.15 ± 0.08 29.26 29.41 0.15 ± 0.10 29.42 29.55 0.13 ± 0.11

70 27.99 28.22 0.23 ± 0.11 27.81 28.01 0.20 ± 0.14 27.76 27.96 0.20 ± 0.22

90 26.83 27.13 0.30 ± 0.14 26.55 26.85 0.30 ± 0.16 26.51 26.80 0.29 ± 0.28

Table 3: Average PSNR (expressed in decibels, dB) on the test image database (shown in
Figure 9) obtained using the best trained Laplacian pyramid multi-scale parameters for
every algorithm. The standard deviations for the PSNR range from 0.1 dB for low noise values
to 0.5 dB for the high ones. Note that the EPLL* algorithm is trained on grayscale images,
so the actual noise standard deviation are about 0.67� of the ones shown in the table.

Noise
�

NL Means K-SVD DCT
single multi gain single multi gain single multi gain

10 0.985 0.989 0.004 ± 0.002 0.988 0.991 0.002 ± 0.002 0.989 0.991 0.002 ± 0.001

30 0.925 0.952 0.026 ± 0.014 0.946 0.960 0.014 ± 0.012 0.942 0.962 0.019 ± 0.013

50 0.857 0.909 0.052 ± 0.027 0.887 0.921 0.034 ± 0.027 0.880 0.928 0.048 ± 0.032

70 0.794 0.871 0.076 ± 0.043 0.850 0.885 0.034 ± 0.031 0.813 0.894 0.081 ± 0.053

90 0.742 0.843 0.101 ± 0.042 0.798 0.853 0.055 ± 0.046 0.749 0.862 0.113 ± 0.073

Noise
�

EPLL* BM3D NL Bayes
single multi gain single multi gain single multi gain

10 0.993 0.993 0.000 ± 0.000 0.991 0.992 0.000 ± 0.000 0.990 0.992 0.002 ± 0.001

30 0.965 0.968 0.003 ± 0.002 0.963 0.966 0.003 ± 0.002 0.954 0.964 0.010 ± 0.004

50 0.929 0.938 0.010 ± 0.006 0.930 0.937 0.007 ± 0.006 0.922 0.931 0.008 ± 0.004

70 0.891 0.907 0.016 ± 0.012 0.898 0.909 0.012 ± 0.009 0.885 0.896 0.011 ± 0.006

90 0.855 0.877 0.022 ± 0.017 0.863 0.883 0.020 ± 0.014 0.850 0.864 0.014 ± 0.010

Table 4: Average SSIM on the test image database (shown in Figure 9) obtained using the
best trained Laplacian pyramid multi-scale parameters for every algorithm. The standard
deviations for the SSIM range from 0.001 for low noise values to 0.05 for the high ones.
Note that the EPLL* algorithm is trained on grayscale images, so the actual noise standard
deviation are about 0.67� of the ones shown in the table.

This manuscript is for review purposes only.



CONSERVATIVE SCALE RECOMPOSITION FOR MULTISCALE DENOISING 17

Figure 9: Testing image set used for the evaluation of the denoising algorithms and their
multi-scale versions. The size of each image is about 1.5 Megapixels.

The results for the DCT pyramid multiscale are shown in Table 1. For the Laplacian363

pyramid they are shown in Table 3. The SSIM index [31] (shown in tables 2 and 4) reflects364

perhaps more specifically the human perception of the artifacts introduced by local patch based365

methods, as well as ringing artifacts, which often have a small contribution to a decrease in366

PSNR (which quantifies only element-wise di↵erences).367

We can see from the tables that the proposed multi-scale framework consistently improves368

the results of the single-scale version of each algorithm. This gain increases significantly with369

the noise level. We observe a moderate gains for state-of-the-art algorithms such as BM3D370

and Non-Local Bayes, yielding very similar PSNR and SSIM scores after the application of the371

multiscale framework. Figures 10a and 10b illustrate the claim that the proposed multi-scale372

framework almost never decreases the performance of the methods. The figure shows for each373

image the SSIM index increase resulting from applying the optimal parameters computed on374

the training dataset for each method.375

Comparison with other multiscale algorithms. Figure 10c compares the result of our conser-376

vative recomposition strategy on a Laplacian pyramid, against the meta-procedure proposed377

in [2] which amounts to set g
�

= 0.0. We note that for low noise levels the optimal parameters378

for the procedure of [2] is to use a single scale (hence with zero gains), while the improve-379

ment resulting from the use of the conservative recomposition is more consistent across noise380

levels and algorithms. In Table 5 we pick the results of BM3D with the di↵erent multi-scale381

frameworks (similar conclusions can be drawn for all the methods) and observe that with the382

conservative recomposition both DCT and Laplacian pyramids outperform the method of [2].383

We also compared the proposed framework with two multi-scale denoising algorithms: the384

multi-scale KSVD algorithm of [29], and MS-EPLL, a two-scale extension of EPLL proposed385

in [21]. For this comparison we used gray scale versions of the test images. The results of386

the comparison are shown in Table 6, where we also included the results of our non-specific387

multiscale DCT pyramid applied to EPLL and BM3D (as a reference). It is worth noting388

that for moderate noise levels our non-specific multiscale DCT pyramid attains a performance389

similar to the (specific) MS-EPLL, and superior for high noise levels.390

Visual quality. To judge the visual quality of the results of the proposed framework, some of391

the results for a noise of � = 50 are shown in Figures 11-14. The images show results obtained392
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(a) DCT pyramid with the proposed conservative recomposition

(b) Laplacian pyramid with the proposed conservative recomposition

(c) Laplacian pyramid as described in [2]

Figure 10: SSIM gain obtained on the test image dataset of Figure 9 applying the Multi-Scale
Framework with the DCT and Laplacian pyramids with respect to the single-scale version of
di↵erent denoising algorithms. Each algorithm and noise level with the corresponding optimal
parameters computed on the training images.

using the DCT pyramid, the results of the Laplacian pyramid are very similar. It can be393

verified that the multi-scale counterpart of each algorithm generally increases the contrast and394

enhances lower frequency details. This is due to the fact that within this framework those395

details are better denoised. The improvement for the simpler algorithms, DCT denoising396

and NL-means is spectacular: NL-means gains systematically sharpness without introducing397
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Original Noisy, � = 50 DCT Denoising MS DCT Denoising

NL-Means MS NL-Means KSVD MS KSVD

BM3D MS BM3D NL-Bayes MS NL-Bayes

Figure 11: Results of the Single-Scale and Multi-Scale (with DCT pyramid) algorithms. The
details are taken from the set of test images in Figure 9. For all algorithms, one can observe a
removal of spurious oscillation in smooth regions (water, glass) and a gain in detail sharpness.

Original Noisy, � = 50 DCT Denoising MS DCT Denoising

NL-Means MS NL-Means KSVD MS KSVD

BM3D MS BM3D NL-Bayes MS NL-Bayes

Figure 12: Results of the Single-Scale and Multi-Scale (with DCT pyramid) algorithms. The
details are taken from the set of test images in Figure 9. For all algorithms, one can observe a
removal of spurious oscillation in smooth regions (water, glass) and a gain in detail sharpness.
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Original Noisy, � = 50 DCT Denoising MS DCT Denoising

NL-Means MS NL-Means KSVD MS KSVD

BM3D MS BM3D NL-Bayes MS NL-Bayes

Figure 13: Results of the Single-Scale and Multi-Scale (with DCT pyramid) algorithms. The
details are taken from the set of test images in Figure 9. For all algorithms, one can observe a
removal of spurious oscillation in smooth regions (water, glass) and a gain in detail sharpness.

Original Noisy, � = 50 DCT Denoising MS DCT Denoising

NL-Means MS NL-Means KSVD MS KSVD

BM3D MS BM3D NL-Bayes MS NL-Bayes

Figure 14: Results of the Single-Scale and Multi-Scale (with DCT pyramid) algorithms. The
details are taken from the set of test images in Figure 9. For all algorithms, one can observe a
removal of spurious oscillation in smooth regions (water, glass) and a gain in detail sharpness.
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Table 5: Application of di↵erent multi-scale frameworks to BM3D. We compare the Laplacian
multi-scale meta-procedure described in [2] with the proposed conservative recomposition
applied to the DCT and the Laplacian pyramids. Note that the conservative recomposition
always yields the highest PSNR gains. The results are computed using the test images shown
in Figure 9.

Noise
�

BM3D Laplacian pyramid of [2] our Laplacian pyramid our DCT pyramid

single multi gain multi gain multi gain

10 37.35 37.35 0.00 ± 0.00 37.37 0.02 ± 0.03 37.36 0.01 ± 0.02
30 31.81 31.81 0.00 ± 0.00 31.90 0.09 ± 0.06 31.86 0.05 ± 0.06
50 29.26 29.30 0.04 ± 0.09 29.41 0.15 ± 0.10 29.37 0.11 ± 0.09
70 27.81 27.88 0.07 ± 0.12 28.01 0.20 ± 0.14 27.96 0.15 ± 0.12
90 26.55 26.74 0.19 ± 0.12 26.85 0.30 ± 0.16 26.76 0.21 ± 0.15

Table 6: Comparison with other multi-scale algorithms (only grayscale results). We include
the results of the DCT pyramid multi-scale for the EPLL algorithm and BM3D as reference.
The tests are performed on the graylevel images so the equivalent noise is lower than in the
previous tables.

Noise
�

MS-KSVD [29] MS-EPLL [21] EPLL BM3D (grayscale)

single multi single multi

7 38.19 38.00 38.02 38.02 38.28 38.29
20 32.13 32.19 32.16 32.19 32.44 32.47
33 29.28 29.69 29.60 29.68 29.88 29.93
47 27.80 28.11 27.99 28.15 28.33 28.39
60 25.24 26.75 26.83 27.08 27.17 27.28

artifacts. The results of DCT denoising pass from unacceptable to competitive (particularly398

if we take into account the low complexity of this algorithm).399

For the more complex algorithms K-SVD, BM3D and Non-Local Bayes, the multi-scale400

version does indeed remove the low-frequency noise. This is particularly evident in smooth401

areas (Figures 11, 12), but it is also visible within geometric patterns (Figure 13). Also, for402

geometric structures, the multi-scale framework better recovers the edges. A special mention403

should be made of Figure 13. The multi-scale version of the algorithm recovers some lines404

inside the windows of the building. At a first glance, this may look like the presence of ringing405

artifacts. In reality, looking at the original image, one can see that those structures are present406

in the original image too. No single-scale algorithm was able to retrieve them.407

Analysis of the local PSNR variation with the multiscale procedure. Figure 15 shows the408

local PSNR change resulting from the application of the DCT pyramid to an image with noise409

� = 50. The results for two algorithms is shown, but di↵erent algorithms have very di↵erent410

behaviors. For the algorithms shown in the figure one observes that flat and textured regions411

are improved by the multi-scale procedure. Small PSNR regressions are observed near some412
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Figure 15: Local PSNR change resulting from the application of the DCT pyramid to an
image with noise � = 50. The local PSNR is computed using a Gaussian window with
standard deviation of 11 pixels, the image is about 1.5 Megapixels.

contrasted edges in the NL-Bayes result, which are due to residual oscillation in the multi-413

scale result. These oscillations are barely visible, and this is confirmed by the local SSIM414

measure (not shown). The resolution of this issue, which is still perceptually relevant will be415

the subject of future exploration.416

5. Conclusion. Our multi-scale framework is easily applicable to all denoising algorithms.417

Nevertheless there no is gain to expect by applying the framework on intrinsically multi-scale418

algorithms, like those estimating scale mixtures of Gaussians in the wavelet domain [24, 10].419

Indeed, their recomposition-denoising method is causal from coarse to fine. Thus the result420

of our recomposition would be remain identical. This is also true for other multiscale causal421

algorithms based on patches, like the noise clinic proposed in [16].422

We tested successfully the multi-scale framework on six classic denoising algorithms, start-423

ing with the elementary DCT denoising, on which the gain is considerable. The method was424

also demonstrated on a dictionary learning algorithm (KSVD). On a pure patch based al-425

gorithm like Non-local Means the gain is notable. Our approach, being totally general, also426

improves external denoising methods such as the GMM-based EPLL algorithm. We also427

improved significantly in the same way BM3D and Non-local Bayes.428

A list of three “generic tools” was proposed for the “denoising cuisine” in [15], where it was429

claimed that they boosted indi↵erently all denoising algorithms. These tools were: a) applying430

a color transform, b) aggregate estimates (by making the algorithm translation invariant) and431

c) iterate using the first iteration’s result as oracle. Here we added the multi-scale operation432

as a fourth generic tool. Our recipe’s parameters are simple and general. We found that for all433

the considered denoising algorithms and for noise with standard deviation � = 30 and above,434
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using four scales and f
rec

' 0.5 for the DCT pyramid and g
�

' 0.5 for the Laplacian pyramid435

always yielded an image improvement.436
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