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Lightweight Human Pose Estimation with Attention 

Mechanism 

Abstract—In order to address the common issues in current 

human pose estimation network models, such as insensitivity to lo-

cal information and inaccurate prediction of keypoint locations, 

various approaches have been proposed. To improve the accuracy 

of human pose estimation, a method is proposed which combines 

the CBMA attention mechanism with a lightweight high resolution 

network (Lite-HRNet). The method proposed in this paper was 

evaluated on the human keypoint detection datasets COCO and 

MPII, and compared with the current mainstream methods. The 

experimental results show that the proposed method effectively 

improve the accuracy of the model while ensuring minimal loss in 

computation time. 
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I. INTRODUCTION 

Human pose estimation is an important research direction of 
computer vision. In recent years, with the development of deep 
learning technology, related research results are widely used in 
the fields of behavior detection, video surveillance, virtual real-
ity and so on. However, the development of human pose estima-
tion technology is still restricted by the bottleneck problems 
such as lack of global feature relationship, scale difference of 
target and occlusion of key points in practical application.  

Human pose estimation approaches based on deep learning 
can be divided into top-down and bottom-up methods. The top-
down method first performs human object detection on the input 
image to obtain human objects with bounding boxes. Then, the 
bounding box is cropped to the size of a single human body, and 
feature extraction is performed using the pose estimation net-
work to obtain the coordinates of each keypoint of the human 
body. In 2016, Wei et al. [1] designed the convolutional pose 
machine network, which uses convolutional layers to express 
texture information and spatial information, and designed a 
multi-stage structure to improve the detection performance of 
single keypoints. In 2017, Fang et al. [2] designed the regional 
multi-person pose estimation network, focusing on the problems 
of detection frame positioning error and repeated detection in the 
top-down method of target detection algorithms. The human 
body bounding box is optimized by the spatial transformation 
network, which overcomes the inflfluence of the target detection 
algorithm error on the subsequent keypoint detection task. In 
2021, Yu et al. [3] designed Lite-HRNet, which integrates Shuf-

flfleNet into a high-resolution network and reduces the compu-
tational complexity while improving performance. Network 
models such as MobileNet and ShufflfflffleNet are designed to 
make the model smaller and faster by employing a more effiffif-
ficient network structure rather than compressing or migrating a 
large trained model. 

The bottom-up method fifirst performs global keypoint de-
tection on the input image to obtain all keypoints in the image. 
Then, using the positional relationships of human joints, the 
joint points are combined into multiple groups of independent 
human keypoints using a clustering algorithm. In 2017, Cao et 
al. [4] proposed Openpose and designed a classic keypoint clus-
tering algorithm called part affiffiffinity fifields that can simul-
taneously encode the position and direction of joint points to bal-
ance keypoint detection speed and accuracy. In 2022 Li et al [5] 
proposes an improved method for human pose estimation using 
Lite HRNet and a coordinate attention mechanism. Lite HRNet 
is a computer vision model that balances computational com-
plexity with high precision by using a channel attention mecha-
nism instead of complex convolution.  

Recent researches also suggest that representations produced 
by CNNs can be further strengthened by integrating attention 
learning mechanisms into the network. By considering the de-
pendency relationship between feature channels, importance of 
features can be captured with automatic learning process. There-
fore, features that contribute more will be enhanced while those 
with little importance will be suppressed. 

For solving the key problems of human pose estimation tech-
nology, this paper proposes the High-Resolution Network, 
HRNet as a benchmark model, introduces attention mechanism 
from channel, space and scale, and integrates it into the bench-
mark model. On this basis, data enhancement is used to improve 
the performance of the model, so as to achieve the accurate ex-
traction of the target key information. 

II. RELATED WORK

A. Lightweight High-Resolution Network

High-resolution Net (HRNet) is fifirst proposed by Sun et al.
for human pose estimation [6]. It maintains high-resolution rep-
resentations throughout the network by connecting high to-low 
resolution convolutions in parallel, where feature maps of low 
resolution are added to that of high resolution gradally. There 



have been a number of mature studies on Network Lightweight 
Research. Most of the current pose estimation tasks use high-
resolution networks as the backbone network, and the pose esti-
mation networks proposed in the past two years such as High-
erHRNet [11] and DEKR [12] have also been designed and im-
proved based on this network.The Mobilenet series [7-9] mainly 
propose deep separable convolution and inverse residual struc-
ture that can reduce a large number of parameters and increase 
the computational speed, which is the first choice of many light-
weight models. Shufflenet [10] group the input features and then 
channel-mixing wash them to reduce the computational effort 
while ensuring that the information in each group flow. 

Currently, human pose estimation is still mainly done 
through convolutional networks to predict each key point and 
many researches introduced transformer[13] into pose estima-
tion and even gradually replace convolutional networks, reduc-
ing the number of model parameters compared to convolutional 
networks, but there is still the problem of low computational ef-
ficiency. In addition, some studies aim at lightweight self-atten-

tion methods. A representative one is the window-attention of 
Swin transformer [14], in which the whole feature map is di-
vided into multiple small windows of the same size, and each 
window completes the calculation of self-attentioninde-
pendently, thus improving the computational efficiency of the 
model. The above method only achieves model lightweighting, 
but the model accuracy is reduced. To address this issue, I pro-
pose adding an attention mechanism to the model, which can 
improve the model accuracy. 

B. Attention Mechanisms 

Attention mechanisms can be roughly divided into two cate-
gories: strong attention and soft attention mechanisms. Because 
strong attention is a random prediction that emphasizes dynamic 
changes, although its performance is good, its application is very 
limited because of its non-differentiable nature. On the contrary, 
soft attention is differentiable everywhere, that is, it can be ob-
tained by neural network training based on the gradient descent 
method, so its application is relatively wide. A soft attention 
mechanism is divided according to the different dimensions of 
attention. The current mainstream attention mechanism can be 
divided into the following three types: channel attention, spatial 
attention, and self-attention. For channel attention, the purpose 
is to model the correlation between different channels (feature 
maps), automatically obtain the importance of each feature 

channel through network learning, and finally assign different 
weights to each channel. Weight coefficients are used to 
strengthen important features and suppress non-important fea-
tures.  

III. LIGHTWEIGHT MODEL STRUCTURE 

This section focuses on the construction process of the pose 
estimation model. The construction process of the pose estima-
tion model consists of four steps: dataset selection, training pro-
cess, testing process, and evaluation process. 

A. Datasets 

COCO [15] has over 200K images and 250K person in-
stances with 17 keypoints. Our models are trained on train2017 
dataset (includes 57K images and 150K person instances) and 
validated on val2017 (includes 5K images) and test-dev2017 
(includes 20K images).The MPII Human Pose dataset [16] con-
tains around 25K images with full-body pose annotations taken 
from real world activities. There are over 40K person instances,  

split 12K instances for testing, and others for training. 

B. Light-HRNet with CBAM Model 

I found that a lightweight unit and a conditionally weighted 

channel were introduced to replace the expensive pointwise (1x1) 

convolution in the shuffle block of HRNet. Although this 

achieved lightweight design, there was a loss of accuracy. To 

address this issue, I added CBAM modules before the fully con-

nected layer in each resolution of light-HRNet to pay more at-

tention to the detailed information of key points, improving the 

accuracy while keeping the complexity relatively stable. 

C. Convolutional Block Attention Modules 

To inculcate attention into our work, we used the convolu-
tional block attention module proposed by Sanghyun Woo et al. 
[17]. We use this because the module can be used as an addi-
tional plugin to our skip connections and it is end to end traina-
ble.The module can be divided into two parts which are spatia-
land channel attention submodules. Given an intermediate fea-

ture map F ∈ IRC×H×W as input, CBAM in Fig .2. sequentially-

infers a 1D channel attention map Mc
 ∈ IRC×1×1 and a 2D spatial 

attention map MS ∈ IR1×H×W. The overall transformation per-

formed by the module can be summarized as: 

Fig. 1.The block diagram of the modified light-HRNet architecture is shown below. The output of each upsampling layer is extracted 

and passed through a CBAM module (as indicated by the gray box). The results of each attention block are concatenated and input 

into the fully connected layer. 



              𝐹′ =   𝑀𝑐(𝐹)  ⊗  𝐹                       (1)   

 

                𝐹′′ =  𝑀𝐶(𝐹′) ⨂    𝐹′                      (2) 

where ⨂ denotes element-wise multiplication. 𝐹′′ is the fi-
nal refined output after being processed by the attention module. 

 

D. Implementation details 

For both data sets, we use the following strategy to split the 

data conventionally for facilitating our comparison with the 

latest methods: 80% as the training set and 20% as the test 

set. In order to evaluate the results of our model for scene 

classification, overall accuracy (OA) and confusion matrix are 

used for the following experiments. Traning Furthermore, all 

models are trained using stochastic gradient descent (SGD) 

with a batch size of 256 for 150 epochs. The initial learning rate 

is 0.0025, which is divided by a factor of 10 after 40 and 80 

epochs.All experiments are conducted on a PC with Ubuntu 

20.04, PyTorch deep learning framework, CPU i7-11700K and 

GPU GTX-2080Ti. Testing. We estimate the heat maps via a 

post-gaussian filter and average the original and flipped images’ 

predicted heat maps. A quarter offset in the direction from the 

highest response to the second-highest response is applied to 

obtain each keypoint location. Evaluation. We adopt the OKS-

based mAP metric on COCO, where OKS (Object Keypoint 

Similarity) defines the similarity between different human 

poses. We report standard average precision and recall scores: 

AP (the mean of AP scores at 10 positions, OKS = 0.50, 

0.55, . . . , 0.90, 0.95), AP50 (AP at OKS = 0.50), AP75, AR 

and AR50. For MPII, we use the standard metric to evaluate the 

PCKH @0.5 (head-normalized probability of correct keypoint)  

performance. 

IV. EXPERIMENT RESULTS 

We evaluate the performance of CBAM-LiteHRNet and 
other state of-the-art models on COCO and MPII datasets mod-
els in the evaluation. Table 1 and Table 2 show the overall accu-
racy of different. It can be observed that the proposed CBAM-
LiteHRNet model has achieved the best performance compared 
with other models on both datasets. With the addition of CBAM 
module, the proposed CBAM-LiteHRNet has outperformed 
state-of-the-art methods,The employ of SE module has remark-
ably improved CBAM-HRNet on overall accuracy by 0.1% on 

two data sets, which exhibits the effectiveness of thiscombina-
tion. 

A. Analysis of the Results 

 

Table 1 shows the experimental results on the COCO 

val2017 dataset. The results show that when the input resolution 

is 256 × 192, the AP value of CMAB-LiteHRNet is 67.0, which 

is almost 0.1% better than the baseline network Lite-HRNet, 

but the number of network parameters is not as high as that of 

the baseline network. By increasing the input image scale and 

the number of input channels, the detection accuracy can be fur-

ther improved. When the input resolution is 384×288 and the 

number of channels is 48, the best performance is achieved, 

yielding an AP of 69.9. Moreover, the number of parameters is 

still lower than the baseline network with 32 channels. Com-

pared with other classical pose estimation methods, it performs 

better with respect to parameter quantity and average accuracy. 

TABLE I.  RESULTS OF EACH MODEL ON COCO VAL2017 

 

TABLE II.  EXPERIMENTAL RESULTS ON MPII VALIDATION SET 

Model 
Ty

pe 
Head Wrist Hip Knee Ankle Mean 

Sim-
pleBase-

line[20] 

H
M 

97 85 89.2 85.3 81.3 89.6 

HRNetV1-

W32[6] 

H
M 96.9 85.8 88.7 86.6 82.6 90.1 

TokenPose 
[21] 

H
M 

97.1 95.9 89.3 87.1 82.5 90.2 

Lite-HRNet H
M 

91 86.2 88.4 83.4 88.2 87 

OurNet H
M 

93 86.4 88.5 84.1 88.4 87.1 

 

Model Input size AP AP50 AP75 APL AR 

Large networks 

HRNetV1-

W32[6] 
384 × 288 74.9 92.5 82.8 80.9 80.1 

HRNetV1-
W48[6] 

384 × 288 75.5 92.5 83.3 81.5 80.5 

DARK[19] 128 × 96 76.2 92.5 83.6 82.4 81.1 

SimpleBase-
line[20] 

384 × 288 73.7 91.9 81.1 80.0 79.0 

Small networks 

Lite-HRNet-18 384 × 288 66.9 89.4 74.4 72.2 72.6 

Lite-HRNet-30 384 × 288 69.7 90.7 77.5 75.0 75.4 

MobileNetV2 

1× [18] 
256 × 192 64.6 87.4 72.3 71.2 70.7 

OurNet 256 × 192 67.0 90.0 74.6 74.4 72.1 

OurNet 384 × 288 69.9 91.0 77.3 77.0 75.3 

Fig. 2. The overview of CBAM The module has two sequential 

sub-modules:channel and spatial. The intermediate feature map 

is adaptively refined throughour module (CBAM) at every con-

volutional block of deep networks. 



The CBAM-LiteHRNet algorithm proposed in this paper is 
compared with other advanced pose estimation algorithms pro-

posed in recent years. Table Ⅱ shows the results on the MPII 

validation set. The CBAM-LiteHRNet algorithm uses approxi-
mately a quarter of the parameters used by the baseline network 
Lite-HRNet, but achieves a 0.5 percentage point improvement 
in accuracy. Compared with other recent attitude estimation 
methods, our network is better in parameter quantity and accu-
racy. 

V. CONCLUSION

The CBAM-HRNet proposed in this paper is an improved 
version of the high-resolution network. The Lite-HRNet was 
combined with the CBAM module to create a new lightweight 
module to replace the basic module in the feature extraction net-
work while reducing the number of network parameters and re-
taining accuracy of the network model.  
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